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Efficient Moving Object Segmentation Algorithm
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Abstract—An efficient moving object segmentation algorithm
suitable for real-time content-based multimedia communication
systems is proposed in this paper. First, a background registration
technique is used to construct a reliable background image from
the accumulated frame difference information. The moving object
region is then separated from the background region by com-
paring the current frame with the constructed background image.
Finally, a post-processing step is applied on the obtained object
mask to remove noise regions and to smooth the object boundary.
In situations where object shadows appear in the background
region, a pre-processing gradient filter is applied on the input
image to reduce the shadow effect. In order to meet the real-time
requirement, no computationally intensive operation is included
in this method. Moreover, the implementation is optimized using
parallel processing and a processing speed of 25 QCIF fps can be
achieved on a personal computer with a 450-MHz Pentium III
processor. Good segmentation performance is demonstrated by
the simulation results.

Index Terms—Background registration, moving object segmen-
tation, MPEG-4, video segmentation.

I. INTRODUCTION

V IDEO segmentation, which extracts the shape informa-
tion of moving object form the video sequence, is a key

operation for content-based video coding [1], multimedia con-
tent description [2], [3], and intelligent signal processing. For
example, the MPEG-4 multimedia communication standard en-
ables the content-based functionalities by using the video object
plane (VOP) as the basic coding element. Each VOP includes
the shape and texture information of a semantically meaningful
object in the scene. New functionalities like object manipula-
tion and scene composition can be achieved because the video
bitstream contains the object shape information.

However, the shape information of moving objects may not
be available from the input video sequences; therefore, segmen-
tation is an indispensable tool to benefit from this newly devel-
oped coding scheme. In addition, many multimedia communi-
cation applications have real-time requirement, and an efficient
algorithm for automatic video segmentation is very desirable.

Conventional video segmentation algorithms can be roughly
classified into two categories according to their primary seg-
mentation criteria. Some promising results [4], [5] have been
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obtained by using spatial homogeneity as the primary segmen-
tation criterion. The major steps of these algorithms can be sum-
marized as follows. First, morphological filters are used to sim-
plify the image and then, the watershed algorithm is applied for
region boundary decision. After that, the motion vector of each
region is calculated by motion estimation and regions with sim-
ilar motion are merged together to form the final object region.
The segmentation results of these algorithms tend to track the
object boundary more precisely than other methods because of
the watershed algorithm. However, the computation complexity
is very high because both the watershed algorithm and the mo-
tion estimation are computationally intensive operations.

Other approaches [6]–[8] use change detection as their
primary segmentation criterion. The position and shape of
the moving object is detected from the frame difference of
two consecutive frames, followed by a boundary fine-tuning
process based on spatial or temporal information. We believe
that these approaches is more efficient than the previous cate-
gory because it is the motion that distinguishes a moving object
from the background. Algorithms that deal with spatial domain
processing first, without knowing the motion information,
will waste much of the computing power in segmenting the
background. Therefore, an efficient moving object segmen-
tation algorithm should make the most use of the temporal
information to achieve higher efficiency.

Several drawbacks exist in the conventional change-detec-
tion-based approaches. First, the primary criterion for change
detection is frame difference. The value of frame difference de-
pends on the speed of object motion, so the quality of the seg-
mentation cannot be maintained consistently if the speed of the
object changes significantly in the sequence.

Second, the uncovered background region will be detected
as an object region from the frame difference information. The
current solution [7] to remove the uncovered background region
is applying motion estimation on regions with significant frame
difference. An foreground object is defined as a region where
good matching can be found between two consecutive frames;
other areas are regarded as uncovered background regions and
are discarded. However, motion estimation is a very time con-
suming operation, the processing speed will be significantly re-
duced.

Also, the object shadow in the background region can cause
trouble in change detection based approach [9]. A simple yet
effective solution to reduce the shadow effect should be devel-
oped for efficient segmentation algorithms.

In this paper, an efficient video segmentation algorithm that
can handle situations with any object motion, uncovered back-
ground and shadow effect is proposed. The rest of this paper
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is organized as follows. In the next section, the proposed algo-
rithm is described in detail. Section III discusses the effect of
object shadow and how to reduce it. Section IV describes an ef-
ficient implementation of the proposed algorithm and then, the
experimental results are shown in Section V. Finally, Section VI
concludes this paper.

II. SEGMENTATION ALGORITHM

The basic idea of our segmentation algorithm is change
detection. The moving object region is separated from other
part of the scene by motion information. However, unlike other
change-detection-based approaches [6]–[8], our judge criterion
for motion does not come directly from the frame difference
of two consecutive frames. Instead, we construct and maintain
an up-to-date background information [10] from the video
sequence and compare each frame with the background. Any
pixel that is significantly different from the background is
assumed to be in object region.

In other words, we are not trying to get the object shape in-
formation from the changing region of the scene because the
characteristics of the changing part is very unpredictable. It de-
pends on object motion, texture, and contrast information which
cannot be obtained in advance. Our focus is on the stationary
part. This information is more reliable, not very sensitive to ob-
ject characteristics, and easier to obtain.

An obvious assumption of this approach is stationary back-
ground. Since, in many video conferencing and remote surveil-
lance applications, the camera is fixed, we will focus our algo-
rithm on these situations. Some researchers [7], [11], [12] have
shown that the background change due to camera motion can
be compensated by global motion estimation and compensation.
Therefore, we assumed that our input sequence has been prop-
erly compensated and the background region is stationary.

The proposed algorithm is divided into five major steps as
shown in Fig. 1. The first step is to calculate the frame difference
mask by thresholding the difference between two consecutive
input frames.

Then, according to the frame difference mask of past several
frames, pixels which are not moving for a long time are con-
sidered as reliable background in the background registration
step. This step maintains an up-to-date background buffer as
well as a background registration mask indicating whether the
background information of a pixel is available or not.

By the third step, the background difference mask is gener-
ated by comparing the current input image and the background
image stored in the background buffer. This background differ-
ence mask is our primary information for object shape genera-
tion.

In the fourth step, an initial object mask is constructed
from the background difference mask and the frame difference
mask. If the background registration mask indicates that the
background information of an pixel is available, the background
difference mask is used as the initial object mask. Otherwise,
the value in the frame difference mask is copied to the object
mask.

The initial object mask generated in the fourth step has some
noise regions because of irregular object motion and camera

Fig. 1. Block diagram of proposed video segmentation algorithm.

noise. Also, the boundary region may not be very smooth. In the
last step, these noise regions are removed and the initial object
mask is filtered to obtain the final object mask.

The details of each step will be discussed in the following
subsections.

A. Frame Difference

Thresholding the difference between two consecutive input
frames is the basic concept of change detection based segmen-
tation. However, since the behavior and characteristics of the
moving objects differ significantly, the quality of segmentation
result depends strongly on background noise, object motion, and
the contrast between the object and the background. Reliable
and consistent object information is very difficult to obtain.

Traditionally, a boundary relaxation [6] technique or higher
order statistics [8] are used for thresholding to obtain more re-
liable object shape information by considering the boundary
property of the object and the statistic characteristics of the
changing part. However, only the motion information between
two consecutive frames is used in these approaches, and there-
fore, object shape information may be lost in regions where the
motion stops temporarily. Also, the assumption for the changing
part characteristics may not be suitable for all situations.

We use a completely different approach. Instead of trying to
get more information from the changing part of the scene, we
focus on the stationary background where the characteristics is
well known and more reliable. Also, we use the long-term be-
havior of the object motion accumulated from several frames in-
stead of relying on frame difference of two consecutive frames
only.
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(a) (b)

(c) (d)

Fig. 2. Frame difference mask example. (a) and (c) The original image. (b) and
(d) Frame difference mask.

The frame difference mask is generated simply by thresh-
olding the frame difference. This information is sent to the back-
ground registration step where the reliable background is con-
structed from the accumulated information of several frame dif-
ference masks.

A significance test technique [6] is use to obtain the threshold
value. Since accumulated frame difference masks are used in the
final decision for a reliable background, no filtering or boundary
relaxation is applied on the frame difference. The test statistic
is the absolute value of frame difference. Under the assumption
that there is no change in the current pixel, the frame difference
obeys a zero-mean Gaussian distribution and its probability den-
sity function is shown in the following equation:

FD H
FD

(1)

where FD is the frame difference and is the variance of the
frame difference and is equal to twice the camera noise variance

. H denotes the null hypothesis, i.e., the hypothesis that there
is no change at the current pixel.

The threshold value is decided by required significance level.
Their relation is shown as follows:

Prob FD TH H (2)

where is the significance level and TH is the threshold value.
Fig. 2 shows two examples of the frame difference mask. If

the camera noise is small, it is easy to segment the foreground
object from the background and we can set a higher significance
level , as shown in Fig. 2(a) and (b). The frame difference mask
in Fig. 2(b) is almost ready to be a final object mask. On the other
hand, if the camera noise is large, it is hard to segment the
foreground object and the significance levelshould be lower.
As shown in Fig. 2(c) and (d), although the changing part in the
frame difference mask can only present a rough shape of the
moving object, the accumulated information in the stationary
part can give very reliable background information.

B. Background Registration

The goal of background registration step is to construct a reli-
able background information from the video sequence. Several
approaches [13]–[15] have been proposed to construct and up-
date the background information from the sequence. These ap-
proaches are developed for enhancing the coding efficiency in
the uncovered background region, so the background informa-
tion should be constructed as soon as possible. Therefore, com-
plex operations are use to generate the background image.

In our application, we need a reliable background information
for change detection. An approximated background information
is not helpful for object detection, and even worse, it will cause
error in the later segmentation result until the background in-
formation is corrected. Therefore, for information that we are
not very sure to be background, we tend to reject and leave the
corresponding area in the background buffer empty. Also, the
operations used in background registration step should be very
simple for higher processing speed.

In the background registration step, the history of frame dif-
ference mask is considered in constructing and updating the
background buffer. A stationary map is maintained for this pur-
pose. If a pixel is marked as changing in the frame difference
mask, the corresponding value in the stationary map is cleared
to zero, otherwise, if the pixel is stationary, the corresponding
value is incremented by one. The values in the stationary map
indicate that the corresponding pixel has been not changing for
how many consecutive frames.

Our idea is that if a pixel is stationary for the past several
frames, then the probability is high that it belongs to the back-
ground region. Therefore, if the value in the stationary map ex-
ceeds a predefined value, denoted by, then the pixel value
in the current frame is copied to the corresponding pixel in the
background buffer.

A background registration mask is also changed in this
process. The value in the background registration mask
indicates that whether the background information of the
corresponding pixel exists or not. If a new pixel value is added
into the background buffer, the corresponding value in the
background registration mask is changed from nonexisting to
existing.

Fig. 3 shows the background registration results for the
Weather sequence. The black area means that the background
information in that area is not yet available. As shown in
Fig. 3(b), background information can be correctly obtained
except for the region covered by the reporter. After the reporter
moves away from her original position, more background
information can be constructed, as shown in Fig. 3(d).

C. Background Difference

This step generates a background difference mask by thresh-
olding the difference between the current frame and the back-
ground information stored in the background buffer. This step
is very similar to the generation of frame difference mask. The
threshold value is also determined by the required significance
level according to (2).
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(a) (b)

(c) (d)

Fig. 3. Construction and updating of the background buffer. (a) Weather
sequence frame #50. (b) Constructed background at frame #50. (c) Original
image of frame #100. (d) Constructed background at frame #100.

TABLE I
OBJECTREGION DECISION

D. Object Detection

The object detection step generates the initial object mask
from the frame difference mask and the background difference
mask. The background registration mask, frame difference
mask, and background difference mask of each pixel are
required information.

Table I lists the criteria for object detection, whereBD
means the absolute value of difference between the current
frame and the background information stored in the background
buffer, FD is the absolute value of frame difference, and the
OM field indicates that whether or not the pixel is included
in the object mask. TH and TH are the threshold values
for generating the background difference mask and frame
difference mask, respectively.

For the first two cases listed in Table I, the background infor-
mation is not yet available, so the frame difference information
is used as the criterion for separating object from background.
Although only change detection is used in these situations, the
background registration keeps accumulating the background in-
formation so the number of pixels without background informa-
tion reduce rapidly.

For cases 3 to 6 in the decision table, the criteria is back-
ground difference because the background information exists.
If both the frame difference and the background difference are
significant, the pixel is part of a moving object. On the other

hand, if both the frame difference and the background differ-
ence are insignificant, the pixel should not be included in the
object mask. Therefore, for the third and fourth cases in Table I,
our result is the same as the result of using only the frame dif-
ference for change detection.

Cases 5 and 6 are situations that frame difference based
change detection cannot handle properly, but our approach
works. One of the problems that confuse the conventional
change detector is that the object may stop moving temporarily
or move very slowly. In these cases, the motion information
disappears if we check the frame difference only. However, if
we have background difference information, we can see very
clearly that these pixels belong to the object region and should
be included in the object mask.

The uncovered background (case 6) is another region where
the proposed algorithm outperform the traditional change de-
tection algorithms. Since both the uncovered background re-
gion and the moving object region have significant luminance
change, distinguishing the uncovered background from the ob-
ject is not very easy if only the frame difference is available.

Motion estimation has been proposed [7] to solve this
problem. If both ends of a motion vector are inside the frame
difference mask, then the corresponding area is part of the
object. Otherwise, that area is assumed to be background. This
approach has several drawbacks. First, the motion estimation
is not very accurate near the object boundary where highest
accuracy is required. Second, motion estimation can deal
with the translation type of motion only; if other forms of
movement are involved, motion vectors may fail to track the
object motion. Also, motion estimation is a computationally
intensive operation; this process will dramatically increase the
complexity of the segmentation system.

In our algorithm, the uncovered background region is han-
dled correctly because we recognize that this region matches the
background information even though frame difference suggests
significant motion. As shown in the sixth case of Table I, pixels
in the uncovered background will not be included in the object
mask. By eliminating the use of motion estimation in the un-
covered background removal process, the computation for ob-
ject detection can be greatly reduced.

Note that this operation is applied on each pixel indepen-
dently; that is, pixels in a frame may belong to several differ-
ence cases and will be manipulated in difference way as shown
in Table I.

E. Post Processing

After the object detection step, an initial object mask is gen-
erated. However, due to the camera noise and irregular object
motion, there exist some noise regions in the initial object mask.
Fig. 4(a) shows an example of initial object mask. We can see
from the figure that some noise areas exist in both the back-
ground and object region. Also, the object boundary is not very
smooth. Therefore, a post-processing step to eliminate these
noise regions and to filter out the ragged boundary is necessary.

A traditional way to remove the noise regions is using the
morphological operations to filter out smaller regions. The close
operation is effective for eliminating the background noise and
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. Effect of noise region elimination. (a) Mask after small-region
filtering. (b) Final object mask after close-open operation. (c) Initial object
mask. (d) Final object mask after the noise region elimination step. (e) Original
image. (f) Segmented object.

the open operation is effective for removing noise within the
object region. However, noise regions whose areas are larger
than the structuring element cannot be removed by the close or
open operations. In order to remove noise regions with large
area, larger structuring element should be used. This will not
only increase the computation complexity, but also degrade the
precision of the object boundary.

Our approach to eliminate the noise region relies on an ob-
servation that the area of noise regions tend to be smaller than
the area of the object. First, the classic connected components
algorithm [16] is applied on the initial object mask to mark each
isolated region. Then, the area of each region is calculated. Re-
gions with area smaller than a threshold value are removed from
the object mask. In this way, the object shape information is pre-
served while smaller noise regions are removed.

Since there are two kinds of noise, noise in the background
region and noise in the foreground region, two passes are in-
cluded in this step. The first pass removes small black regions
(background regions), which are noise regions in foreground or
holes in the change detection mask. The second pass removes
small white regions (foreground regions), which are noise re-
gions in background or false alarm regions in change detection
mask. After small region filtering, the initial mask in Fig. 2(b)
is refined as shown in Fig. 4(a).

After removing noise regions, a close and an open operations
with a 3 3 structuring element are applied on the object mask.
The small structuring element is chosen to smooth the object
boundary without affecting the details of the shape information.

Fig. 5. Block diagram for shadow effect reduction.

After close–open operation, the final object mask is shown in
Fig. 4(b).

Another example of this noise region elimination step is also
shown in Fig. 4. Fig. 4(c) is the initial object mask and Fig. 4(d)
shows the result of this noise region elimination step. The noise
in the background region and within the object region are re-
moved. Also, the boundary is smoothed while preserving the
shape details.

Fig. 4(e) is the original image and Fig. 4(f) shows the seg-
mented moving object, it can be seen that the object shape is
obtained correctly in spite of the presence of noise. The shape
boundary tracks the moving object quite well, except in the
shadow region, which will be discussed in more details in the
next section.

III. SHADOW EFFECTS

In many real applications, moving cast shadows may ap-
pear in the background region of the scene. Since the shadow
changes when the object moves, it is very difficult to distin-
guish moving object from the shadow region. In our algorithm,
the shadow region will be detected as significantly different
form the background and marked as object region. Therefore,
we need more processing to deal with scenes where shadows
are involved.

Stauderet al. [9] has done an extensive analysis on the be-
havior of shadows and has proposed an approach to avoid the
moving shadows to affect the segmentation result. However,
their approach is very complex and many computational inten-
sive operations are used to achieve good results. For a real-time
multimedia communication system, simpler solution is needed.

We propose a simple method to reduce the shadow effects.
The block diagram is shown in Fig. 5. The input images are
filtered by a gradient filter and then feed into our segmentation
algorithm described in the previous section. We use the morpho-
logical gradient operation in the gradient filter for its simplicity.
The operation is described in the following equations:

(3)
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(a) (b)

(c) (d)

Fig. 6. Effect of gradient filter. (a) Original image. (b) Segmentation result of
the original image. (c) Gradient image after applying the morphological gradient
operation. (d) Segmentation result of the gradient image.

where is the input image, is the gradient image, and is a
3 3 structuring element of morphological operation.

The reason for using the gradient filter is based on an ob-
servation that in normal conditions, shadow area tends to have
a gradual change in luminance value. Therefore, after taking
the gradient, the values in the shadow region tend to be very
small while the edges have large gradient value. The effect of the
shadow can be reduced significantly. Another benefit of the gra-
dient filter is that if the illumination or the camera gain change
within the sequence, the effect is small in the gradient domain.
We can still get very good segmentation results even though the
luminance values have changed significantly.

Note that an erosion operation is applied on the output object
mask because the dilation operation in (3) will expand the ob-
ject boundary. This effect can be compensated by applying the
erosion operation on the final object mask.

Fig. 6 demonstrates the effect of gradient filter on segmenta-
tion results. Fig. 6(a) is the original image—note that shadows
appear at the background region due to indoor illumination.
Fig. 6(b) shows the segmentation result for the original image,
the shadow area is included in the object region. After applying
the morphological gradient operation on the original image, the
gradient image is shown in Fig. 6(c). We can see from this figure
that the shadow area has a low gradient value, while the gradient
is large at the object boundary. Fig. 6(d) shows the segmentation
result for the gradient image. The shadow region has been suc-
cessfully removed.

Some limitations exist in this approach. First, the elimination
of of shadow effect relies on smooth change in the shadow re-
gion. If a shadow appears in regions with strong texture, the ben-
efit of gradient filter will reduce. Also, since the gradient filter
removes some image information from the original image, the
segmentation result may degrade if the object has a weak edge
and low texture. Therefore, this gradient filter is optional in our
algorithm and is only turned on when shadows are involved in
the input sequence.

TABLE II
RUN TIME ANALYSIS

IV. I MPLEMENTATION

Our goal is to construct an efficient moving object segmen-
tation system. In order to achieve this goal, we avoid the use
of computation intensive operations in our algorithm. Also, we
have tried to optimize the implementation to achieve faster pro-
cessing time without compromising the quality of segmentation
results.

Table II shows a run-time analysis of our algorithm. Our test
platform is a personal computer with a 450-MHz Pentium III
processor. The listed numbers are the run time of each func-
tion for one QCIF (176 144) image frame in units of mil-
liseconds. The column labeled “Original” shows the run time
of a straightforward implementation of our algorithm. The pro-
cessing time for each frame of the original implementation is
101.5 ms, which corresponds to 9.8 fps.

A basic idea for faster implementation is to compute in par-
allel, therefore, we tried to exploit parallelism as much as we
could. For image processing, most data is 8-bits long and cannot
fully utilize the 32-bit or 64-bit datapath of the processor. Many
processors have provided multimedia instructions to segment
their datapath to perform several 8-bit processing in parallel.

In our algorithm, the absolute difference operations for frame
difference step and background registration step use only 8-bit
data, and therefore can be calculated in parallel. The Intel MMX
instructions [17] are utilized for these functions and the pro-
cessing speed is three times faster than the original implemen-
tations including the overheads. However, the overall perfor-
mance is improved for only 4% because these operations are
not the most time-consuming part of our algorithm.

As shown in Table II, 84% of the run time is spent on the
post-processing step so this step is our main focus for optimiza-
tion. An important property of post-processing operations is that
they operate on binary images. Since most microprocessors have
32- or 64-bit datapaths, it is not efficient to store and process a
pixel value in bytes or word. Therefore, we use a 32-bit word
to represent the binary values of 32 pixels so the morphological
operations for these 32 pixels are computed in parallel [18]. The
pseudo code of such an implementation is shown in Table III.
This bit-parallel is very effective in reducing the computation
time and the optimized morphological operations run 5.5 times
faster than the original implementation.

Table II shows that our implementation for binary morpho-
logical operations is very efficient. However, the connected
component algorithm used to remove noise regions now
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TABLE III
EFFICIENT IMPLEMENTATION FORBINARY MORPHOLOGICALOPERATION

becomes the speed bottleneck because it is a sequential process
and does not benefit from parallelism.

There are two passes of the connected component algo-
rithm in the noise region elimination step, one for removing the
noise in the background region and the other for removing
the noise in the object region. We observed that the area of
noise regions in the background region tend to be small but the
area of noise region within the object may be large. Therefore,
we replace the connected component algorithm for background
noise region elimination with a morphological open operation.
In this way, the performance is almost the same but the pro-
cessing time can be significantly reduced, as shown in Table II.

After these optimization steps, the processing time for a
QCIF frame now becomes 39 ms, which is 2.6 times faster
than the original implementation. Therefore, we can achieve
a processing speed of 25 fps for QCIF format. Compared
with the processing speed of other change detection based
approach, e.g., 5–10 s per QCIF frame on a 200-MHz Sun Ultra
workstation [7] or a watershed based approach, or 2.5 s per CIF
frame on a Sun workstation [4], our algorithm runs much faster.

V. EXPERIMENTAL RESULTS

Simulation have been carried out on the standard MPEG-4
test sequences as well as video sequences captured in our labo-
ratory. Both the objective and subjective quality evaluations are
applied on our algorithm.

A. Objective Evaluation

The error rate of the object mask is adopted to present the
effectiveness of our algorithm. The error rate is defined as the
following equation:

Error Rate
Error Pixel Count

Frame Size
(4)

Fig. 7. Error rate in each frame of the Weather sequence (CIF).

where the error pixel count is the number of pixels from which
the obtained object mask is different from the reference alpha
plane.

Fig. 7 shows the error rate of the Weather sequence. The
format of the test sequence is 360243 at 30 fps. The error
rate is lower than 0.8% most of the time, with an exception that
a sudden rise of error rate start at frame #180. This behavior
corresponds to a large motion of the object with a large area of
newly uncovered background. After the background informa-
tion is stored in the background region, the error rate drops to
its normal value.

B. Subjective Evaluation

Fig. 8 shows the segmentation results for several benchmark
sequences. The sequences are Akiyo, Weather, Hall Monitor,
and Silent Voice in CIF format at 10 fps. Segmentation results
at frame #25, #50, and #75 of each sequence are shown in the
figure. The Akiyo and Weather sequences do not have back-
ground noise so their segmentation results tend to be better than
that of other sequences. Background noise does exist in the
Hall Monitor sequence; also, shadows cause by indoor illumina-
tion appear in the background region. Therefore, gradient filter
is used in segmenting this sequence. Our segmentation results
track the object shape quite well and are subjectively better than
previous results [7], [8],[10].

The Silent Voice is a more difficult sequence to be segmented
because of the fast moving shadows on a textured background.
A gradient filter is applied on this sequence, but not all of the
shadow region can be eliminated. However, the motion of the
object can still be tracked and a rough object shape informa-
tion can be obtained. Note that some background regions are
included in the segmentation result of frame #25, since the back-
ground information is not ready in those regions.

Fig. 9 shows the segmentation results for the Frank and
Shaoyi sequences captured in our laboratory. Shadows are
involved in both sequences, but after applying the gradient
filter, very good object shape information can be obtained.

Some effects of the region size threshold value described in
Section II-D are shown in Fig. 10. The segmentation results of
Hall Monitor frame #36 and frame #47 are shown in Fig. 10(a)
and (b). The suitcase is not included in Fig. 10(b), since the
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(a) (b) (c)

Fig. 8. Segmentation results for four benchmark sequences: Akiyo, Weather, Hall Monitor, and Silent Voice.

(a) (b) (c)

(d) (e) (f)

Fig. 9. Segmentation result for Frank and Shaoyi sequences.

size is smaller than the preset threshold value and regarded as
a noise region. This threshold can be set to different values for

different applications: if only large objects are important, the
threshold value should be higher; otherwise, if small objects are
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(a) (b)

(c) (d)

Fig. 10. (a) Hall Monitor #36 and (b) Hall Monitor #47 show the suitcase is
not included in the segmentation results because of its small size. (c), (d) Shaoyi
# 100 with different region size threshold values.

also important, the threshold value should be lower and some
noise regions may not be eliminated in this situation. The seg-
mentation results for Shaoyi frame #100 with different region
size threshold values are shown in Fig. 10(c) and (d).

VI. CONCLUSIONS

In this paper, we proposed an efficient moving segmentation
algorithm. A background registration technique is used to
construct reliable background information from the video
sequence. Then, each incoming frame is compared with the
background image. If the luminance value of a pixel differ
significantly from the background image, the pixel is marked as
moving object; otherwise, the pixel is regarded as background.
Finally, a post-processing step is used to remove noise regions
and produce a more smooth shape boundary. In this way, many
situations which may cause trouble in conventional approaches
can be handled properly without using complicated operations.
Shadow effect is a problem in many change detection based
segmentation algorithms. In the proposed algorithm, a mor-
phological gradient operation is used to filter out the shadow
area while preserving the object shape. In order to achieve the
real-time requirement for many multimedia communication
systems, our algorithm avoids the use of computation intensive
operations. In addition, we optimize the implementation of
the algorithm to achieve a even faster processing time. When
running on a personal computer with a 450-MHz Pentium III
processor, our program can process 25 QCIF (176144) fps.
The experimental results demonstrate that good segmentation
quality can be obtained efficiently; therefore, this algorithm
is very suitable for the real-time VOP generation in MPEG-4
multimedia communication systems.
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